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Crowdsourcing

Recruiting experimental subjects or 

data annotators through the web, 
especially using services like Prolific 

Academic, FigureEight, or Mechanical 
Turk (but also social media).

Tasks Tools Platforms Practices



Tasks
 Judgements

 Grammaticality

 Fluency / naturalness

 Truth values / accuracy

 Experiments

 Pragmatic manipulations

 Self-paced reading

 Data Collection

 Label parts of text for meaning

 Clever discourse annotations

 Classifying texts (e.g. sentiment)

 Corpus elicitation

 WoZ Dialogues

 Real-time collaborative games

 Evaluation

 Combining all of the above...



Linguistic judgements

• Recruit subjects on AMT, Prolific

• Judge naturalness only (above) 
or naturalness and accuracy 

(below)

(Howcroft et al. 2013; my thesis)



Meaning annotation

• Student project @ Uni Saarland

• Write sentences and annotate

• Based on "semantic stack" 
meaning representation used by 

Mairesse et al. (2010)



Clever annotations

• Subjects recruited on Prolific 

Academic

• Read sentences in context

• Select the best discourse 

connective

(Scholman & Demberg 2017)



Eliciting corpora

Image-based

• Recruit from AMT

• Write text based on images

(Novikova et al. 2016)

Paraphrasing

• Recruit from Prolific Academic

• Paraphrase an existing text

(Howcroft et al. 2017)



Pragmatic 

manipulations

• Recruit subjects on AMT

• Subjects read a reported 
utterance in context

• Subjects rate the plausibility or 

likelihood of different claims



Dialogue

• Human-Human Interactions

• WoZ interactions

• Human-System Interactions

• Used both for elicitation and 

evaluation

Pictured: ParlAI, slurk, visdial-amt-chat

https://parl.ai/docs/tutorial_mturk.html
https://github.com/clp-research/slurk
https://github.com/batra-mlp-lab/visdial-amt-chat


Real-time 

collaborative games

• Recruit subjects on AMT

• Together they have to collect 
playing cards hidden in a 'maze'

• Each can hold limited quantity

• Communicate to achieve goal

http://cardscorpus.christopherpotts.net/

http://cardscorpus.christopherpotts.net/


Evaluation
 Combines judgements, 

experiments, and data collection



Tools
 Built-in resources

 Qualtrics, SurveyMonkey, etc

 Google, MS, Frama forms

 LingoTurk

 REDCap

 ParlAI, slurk, visdial-amt-chat

 Your own server...



Built-in tools
Mechanical Turk and FigureEight both 

provide tools for basic survey design

 Designed for HITs

 Often quite challenging to use

https://blog.mturk.com/tutorial-edit ing-your-task-layout-5cd88ccae283



Qualtrics
 A leader in online surveys

 Enterprise survey software 
available to students and 

researchers

 Sophisticated designs possible

 Cost: thousands / yr (@ 

lab/institution level)

 Unless free is good enough



SurveyMonkey
 A leader in online surveys

 Sophisticated designs possible

 Responsive designs

 Cost: monthly subs available

 Discounted for reseearchers

 Unless free is good enough



FramaForms
 Open alternative to Forms in 

GDocs, Office365, etc

 Based in France, part of a larger 

free culture and OSS initiative

https://framaforms.org/

https://framaforms.org/
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LingoTurk
 Open source server for managing 

online experiments

 Used for a variety of tasks already

 Corpus elicitation

 Annotation

 Experimental pragmatics

 NLG system evaluation

(demo Uni Saarland server)

Public 
Repo: https://github.com/FlorianPusse/L
ingoturk

https://github.com/FlorianPusse/Lingoturk


REDCap
 Server for running survey-based 

studies

 Free for our non-profits

Links to demos

 https://projectredcap.org/softwar

e/try/

Demo of all question types

 https://redcap.vanderbilt.edu/surv

eys/?s=iTF9X7

https://projectredcap.org/software/try/
https://redcap.vanderbilt.edu/surveys/?s=iTF9X7


Platforms

Prolific Academic

 Aimed at academic and market 
research

 Extensive screening criteria

 No design interface (recruitment 
only)

 33% fee

 10s of thousands of participants

More like traditional recruitment

https://www.prolific.ac

Mechanical Turk

 Aimed at "Human Intelligence Tasks"

 Limited screening criteria

 Limited design interface

 40% fee

 100s of thousands of participants

More like hiring temp workers

https://www.mturk.com

https://www.prolific.ac
https://www.mturk.com


Best Practices

Ethics Oversight

 Requirements vary: check your uni

 e.g. user studies on staff and 

students may be exempt while 
crowdsourcing is not

 Regardless of status, report

presence/absence of ethical 
oversight in papers

Compensation

 General consensus: pay at least 

minimum wage in your jurisdiction

 Estimate time before hand

 Pilot to improve estimate

 Bonus payments if necessary



Reporting your results
 How many subjects did you 

recruit?

 Where did you recruit them?

 What do we need to know about 
them (demographics)?

 Did you obtain an ethics review?

 How did you collect informed 
consent?

 How did you compensate 
subjects?
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Resources

Crowdsourcing Dialogue

 https://github.com/batra-mlp-lab/visdial-amt-chat

 https://github.com/clp-research/slurk

 https://parl.ai/static/docs/index.html

 https://github.com/bsu-slim/prompt-recorder (recording audio)

Tutorials

 Mechanical Turk: https://blog.mturk.com/tutorials/home

https://github.com/batra-mlp-lab/visdial-amt-chat
https://github.com/clp-research/slurk
https://parl.ai/static/docs/index.html
https://github.com/bsu-slim/prompt-recorder
https://blog.mturk.com/tutorials/home
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Shifting Gears...

Does the way we use these 
tools make sense?



Human Evaluation Criteria

Fluency

 Clarity

 Fluency

 Grammaticality

 Naturalness

 Readability

 Understandability

 ...

Adequacy

 Accuracy

 Completeness

 Informativeness

 Relevance

 Similarity

 Truthfulness

 Importance

 Meaning-Preservation

 Non-Redundancy

 ...



Operationalizing the Criteria

Grammaticality

 ‘How do you judge the overall 

quality of the utterance in termsof 

its grammatical correctness and 

fluency?’

 ‘How would you grade the 

syntactic quality of the [text]?’

 ‘This text is written in proper 

Dutch.’

Readability

 ‘How hard was it to read the 

[text]?’

 ‘This is sometimes called “fluency”, 

and ... decide how wellthe 

highlighted sentence reads; is it 

good fluent English, ordoes it have 

grammatical errors, awkward 
constructions, etc.’

 ‘This text is easily readable.’



Sample sizes and statistics

van der Lee et al. (2019)

 55% of papers give sample size

 "10 to 60 readers"

 "median of 100 items used"

 range from 2 to 5400

We do not know what the expected effect sizes are or what 

appropriate sample sizes are for our evaluations!



Improving Evaluation Criteria

Validity begins with good definitions

 discriminative & diagnostic

Reliability is an empirical property

 Test-retest consistency

 Interannotator agreement

 Generalization across domains

 Replicability across labs



Developing a standard

 Survey of current methods

 Statistical simulations

 Organizing an experimental shared task

 Workshop with stakeholders

 Release of guidelines+templates



Objective Measures: Reading Time

In NLG Evaluation:

 Belz & Gatt 2008 – RTs as extrinsic measure

 Zarrieß et al. 2015 – sentence-level RTs

In psycholinguistics

 eye-tracking & self-paced reading

 understanding human sentence processing

Reading times can indicate fluency/readability



Objective Measures: Reading Time

Mouse-contingent reading times



Better evaluations ⭢ better proxies

Evaluations involving humans are expensive.

 So folks use invalid measures like BLEU

With better evaluations (↑validity, ↑reliability)

 Better targets for automated metrics

Better automated metrics ⭢ better objective functions!



Conclusion

Crowdsourcing

 Interesting tasks abound

 Tools to make life easier

 Best practices for conduct and 

reporting

Slides available at:

https://davehowcroft.com/talk/2020-

01_glasgow/

Improving NLG Evaluation

For survey methods

 Better validity and reliability

 Statistical simulations

 Community efforts

 Shared task & workshop

For objective methods

 Mouse-contingent reading times

Bringing it together

 Seeking better automated proxies

https://davehowcroft.com/talk/2020-01_glasgow/

